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ABSTRACT

Many data sets exist that contain both geospatial and temporal el-
ements, in addition to the core data that requires analysis. Within
such data sets, it can be difficult to determine how the data have
changed over spatial and temporal ranges. In this design study we
present a system for dynamically exploring geo-temporal changes
in the data. GTdiff provides a visual approach to representing dif-
ferences in the data within user-defined spatial and temporal limits,
illustrating when and where increases and/or decreases have oc-
curred. The system makes extensive use of spatial and temporal
filtering and binning, geo-visualization, colour encoding, and mul-
tiple coordinated views. It is highly interactive, supporting knowl-
edge discovery through exploration and analysis of the data. A case
study is presented illustrating the benefits of using GTdiff to ana-
lyze the changes in the catch data of the cod fisheries off the coast
of Newfoundland, Canada from 1948 to 2006.

Index Terms: H.5.2 [Information Systems]: Information In-
terfaces and Presentation—User Interfaces; J.2 [Computer Appli-
cations]: Physical Sciences and Engineering—Earth and Atmo-
spheric Sciences

1 INTRODUCTION

Visualizing and exploring data that include significant geospatial
and temporal aspects can be challenging. Often, the complexities
in the data lead to visual approaches that are either incomplete or
overly complex. The focus of this research is to provide support
for a specific type of analysis of such data: examining changes over
space and time.

The processes for visually representing one or more data sets
on a map are well-known [4]. However, many such approaches
make it difficult for users to make meaningful comparisons between
multiple data sets. While significant features in the data sets may be
readily identified, more subtle elements may be undetectable. Even
for complex geo-visualization methods that include a high degree
of interactivity or animation, this problem remains.

Our goal in this research is to take advantage of the human vision
system and interactive exploration to show when and where the data
are changing through geo-temporal differences. By representing the
differences (i.e., the regions of increase and/or decrease) in user-
defined spatial and temporal bins, changes across space and time
may be identified and examined. The goal is not to just provide
a single view of the data that can give users the answers they are
seeking, but instead to support their knowledge discovery activities
through exploration and analysis of the data.
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To address this problem domain, a geo-visual analytics tool
(called GTdiff) was developed to enable users to explore the geo-
temporal differences in the data through an intuitive and interactive
interface. The data can easily be filtered both spatially and tempo-
rally, allowing users to focus their attention on a manageable range.
Visual representations of differences in the data allow interesting
features to be readily identified and explored further in a knowl-
edge discovery process.

The features of GTdiff are presented in this paper as a design
study. We outline aspects of geo-temporal data that make this topic
interesting and challenging, and explain our design decisions for
visually encoding the data and supporting interactive exploration.
A small case study performed with an expert user illustrates the
benefits that the approach can have in finding interesting features in
the data.

The remainder of this paper is organized as follows. Sections 2
and 3 provide a brief overview of work related to geo-temporal vi-
sualization, along with a collection of visualization and interaction
principles that guided this research. An outline of the features and
implementation details of GTdiff are provided in Section 4. A case
study describing how GTdiff can be used in an exploratory process
is described in Section 5. The paper concludes with a summary of
the contributions and an outline of future work in Section 6.

2 RELATED WORK

While geo-temporal data sets can be very rich, there are often com-
plexities associated with working with them [23, 37]. Neverthe-
less, their use can add value to application domains including route
tracking [35], correlating ocean vessel movements with weather
forecasts [24], and identifying behaviours [8]. As a result of the
wide-ranging applicability, there is a wealth of research literature
that explores the use of geo-temporal data, with a strong focus on
practical applications.

Although geo-temporal data can take multiple forms of varying
complexity, the type of data we focus on analyzing in this research
is point-sample data that includes latitude, longitude, and time ele-
ments. Commonly these data contain not only spatial and temporal
aspects, but also other meaningful attributes that are of interest to a
particular domain. The usefulness of a data set is not that it contains
a particular point in space and time, but that it contains some other
information that is linked to that point.

Without considering temporal aspects of the data, the visual rep-
resentation of geospatial data (i.e., geo-visualization) is a very ac-
tive field of study [4]. The recent increase in interest can be partially
attributed to the popularization of geospatial technologies (e.g., GIS
and Google Earth), an increase in the amount of data being gener-
ated by various organizations, an interest in doing something in-
telligent with this data, and the democratization of geospatial data
[15]. Much work has been devoted to both processing [9] and rep-
resenting [4] geospatial data, using a multitude of techniques. The
use of geo-visualization to enhance the knowledge discovery and
decision-making activities of users has also been explored in the
development of systems that support geo-visual analytics [3, 20]
and exploratory data analysis [2].



Some of the more notable approaches to the visual representation
of geospatial data include valuable interactive techniques for ma-
nipulating and exploring the data. These include the use of multiple
coordinated views [14], filtering [13], highlighting [14], details-on-
demand [5], pan and zoom [24], and animation [17].

Considering again the temporal aspects of the data, a classic ap-
proach for representing geo-temporal data is the space-time-cube
[16, 22]. In this method, time is placed perpendicular to 2D space in
a three-dimensional cube. This results in changes in time being rep-
resented as lines with varying slopes moving from the origin to the
destination of the change. This kind of representation is still used
in much of today’s research and has remained largely unchanged
since its original inception.

Other recent work of note is that of Maciejewski et al. [27, 26].
They created a comprehensive system designed to find data aberra-
tions (or “hotspots”). They examined the application of the system
to a number of domains, including crime and syndromic surveil-
lance. Their system implements a geo-temporal view with pan and
zoom controls. Time series are shown as line plots, with regions
and points of the time series used to interactively control the main
geospatial temporal window. Interactive temporal tools in a sepa-
rate menu include filter and aggregation control. Users can identify
hotspots using heat maps and temporal contours. The exploration
of the data is enhanced with interactive control of the colour scale
and binning functions.

In the work of Lundblad et al. [24], ship routes and weather
forecast data are represented in a single unified interface. Users
can investigate the relationships in the data using linked interac-
tions, highlighting, smooth zooming capabilities, and filtering of
data. The goal of this work was to allow for the easy identification
of situations where ships may become exposed to severe weather
conditions.

In other work by Maciejewski et al. [28], the LAHVA system
examined the pet and human health data sets for disease surveil-
lance. The system is similar to the more recent work in that it also
combined spatial exploration with history controls and time sliders.
Pan and Mitra’s FemaRepViz system [31] allowed users to examine
the spatial placement of emergency reports as they chose particular
time periods. The reports were dynamically placed at specific loca-
tions based on their textual contents.

Work by Aeschliman et al. [1] used colour to visually encode
the collective movement patterns of shoppers within a retail setting
using DVisRFID. The intensity of the colour represents the relative
popularity of the location, and the hue of the colour represents the
direction in which the people move through the location. Although
their usability tests were positive, this use of colour may be difficult
to visually decode when the movement is not in one of the cardinal
directions (which are mapped to the colours red, green, yellow, and
blue).

Although these representations address various issues associ-
ated with geo-temporal data (e.g., representing position using spa-
tial data, showing high-dimensional data simultaneously with spa-
tial position, visually identifying outliers), they do not directly ad-
dress the issue of representing such data to show the differences or
changes over time. It is this aspect of geo-visual analytics that we
address in this paper. In particular, GTdiff provides a visual repre-
sentation that highlights the temporal differences of numeric data
at the same spatial locations, allowing users to discover where and
when changes have occurred.

3 VISUAL REPRESENTATION OF DATA

While the set of methods for visually representing data is broad, it
is well understood that the effectiveness of a method for encoding a
particular attribute of a data set is influenced by its type [10, 12, 29].
For example, the use of colour can be very effective to represent cat-
egorical information, but is less effective for representing numeri-

cal data. To complicate matters further, once a particular method is
chosen to visually encode an attribute of the data, it can be difficult
to re-use it without causing confusion or misinterpretation. As a re-
sult, while there are many different data encoding choices available
from which the visualization designer may choose, the resulting vi-
sualization systems often make use of both optimal and sub-optimal
choices.

When the data sets include spatial attributes that are fundamen-
tally important to understanding the data, the choices for visually
encoding the remaining attributes are further constrained. That is,
since it is logical to represent the spatial attributes of the data spa-
tially, this visual feature can no longer be used to represent other
aspects of the data. For example, in geo-visualization, the data at-
tributes are visually represented at their appropriate locations on
a map. Since the spatial location is being used, how the data are
represented at that location must be chosen from the other visual
encoding methods.

In addition to this restriction of choice for visual encoding, geo-
visualization introduces further complexities that must be addressed
[25]. The task of understanding geospatial data requires that users
assimilate two different sets of data attributes: that which is be-
ing visually represented, and the representation of the geographic
space. Providing the geographic context in a way that does not
overpower the visual representation of the data can be challenging,
and is often dependant on the tasks and analyses the users need to
perform.

While the use of visual encoding features such as position,
length, angle, area, and shape are well understood, colour hue and
intensity are often misused [34]. Evidence of this can be found
not only within the public domain, but also commercial products,
and even the academic literature. As such, colour theory warrants
further discussion within the context of the visual representation of
data.

The opponent process theory of colour [18, 36] suggests that the
human perception of colour is best described by arranging six el-
ementary colours on three channels: black-white, red-green, and
yellow-blue. This theory provides guidance in the selection of
colour to visually encode data, including the labelling of categorical
information (e.g., choosing colours that are at the extremes of the
colour channels) the use of perceptually ordered colour scales (e.g.,
varying the colour monotonically on one or more colour channels),
and the representation of data that has a true zero value (e.g., using a
neutral colour for zero, and diverging colours on one or more colour
channels to represent positive and negative values). Specific advice
regarding the use of colour scales in geo-visualization is provided
by ColorBrewer [11].

Interaction is an important aspect of modern visualization sys-
tems [32, 36]. The ability to manipulate the visual representation
through interactive features such as filtering, brushing, and focus-
ing are fundamentally important. Such interactive features enable
users to explore the data and manage the visual complexity, as they
seek to gain insight and knowledge from the data.

When data sets are highly complex and multi-variate, a common
technique for dealing with the resulting visual complexity is to use
multiple coordinated views of the data. Providing multiple views
of a single conceptual entity can not only enhance the understand-
ing of the data, but can also reduce the cognitive overhead associ-
ated with interpreting complex data [7]. The keys to using multiple
views effectively are to ensure that selection, manipulations, and
changes made in one view are made apparent in the other views.

4 GTDIFF PROTOTYPE DESIGN

The primary goal in the creation of GTdiff was to support data
analysts in exploring and understanding how geospatial data sets
change over time. The system was implemented as a Java appli-
cation, using a virtual globe generated by World Wind [30] for the



Figure 1: The main visual components of GTdiff include a temporal view (top portion of the left screenshot), a difference view (bottom portion of
the left screenshot) and a geospatial view (right screenshot). The data shown is from the cod fisheries off the coast of Newfoundland, Canada.
The data is filtered to a 25-year timeframe, divided into 5-year temporal bins. The yellow-blue colour encoding represents the data in the temporal
bins; the sizes of the spheres are proportional to the mass of the catch at each location; the red-green colour encoding represents the changes
in the difference graphs.

framework upon which the core geo-visual representations are lay-
ered. The design of the visual and interactive features were strongly
influenced by the aspects of visually representing data described in
the previous section. The interface of GTdiff includes three pri-
mary visual elements: the temporal view, the difference view, and
the geospatial view (see Figure 1). Although the methods used to
visually represent where and when the data are changing have been
previously presented [19], here we focus on how these views and
their associated features are tightly integrated, providing support
for the interactive exploration of the data.

4.1 Temporal View

The key interactive feature that the temporal view provides is the
ability for users to filter the data temporally, aggregating what re-
mains into a user-specified number of equal length temporal bins.
For example, a user may wish to filter the data set to only include
a five-year timeframe, and then group the data into five one-year
bins. Alternately, a user may be interested in twelve years of data,
grouped into six two-year bins. Since the goal of GTdiff is to allow
users to understand how the data are changing over time, it is nec-
essary to aggregate the data into manageable units of time. As will
be shown in the description of the difference view, doing so allows
GTdiff to clearly illustrate changes that have occurred between the
temporal bins.

A perceptually ordered colour scale of mid-level brightness on
the yellow-blue colour channel is provided within the temporal fil-
ter. This colour scale is used to label the data in the temporal bins,
and provides a persistent visual legend to support users in the de-
coding process. For the set of temporal bins within the selected
temporal range, equally spaced colours are selected and assigned to
the bins in order. While the use of colour is not an optimal method
for visually differentiating the data contained in one temporal bin
from the data contained in another, few options remain for visu-
ally differentiating multiple data sets once the data is represented
spatially.

Each temporal bin is displayed side-by-side under the temporal
filter, using the colour encoding described above. These representa-
tions show a zoomed-out geospatial view of the data. Their purpose
is to support users in visual scanning and comparison activities, and
to allow users to select one or more temporal bins to investigate fur-
ther within the geospatial view. The value of a specific attribute of
the data under investigation (e.g., product sales, biomass of fish-
eries catch data, green house gas production) is encoded as either
the area of a circle or the volume of a sphere, placed at the specific
location of the data point, using the colour assigned to the temporal
bin.

The choice as to whether the data is represented as 2D circles
or 3D spheres is user-configurable depending on the source of the
data. Matching the visual encoding as closely as possible to the
end-user’s understanding of the meaning of the data [33] can in-
crease the ability of the user to understand and make sense of what
they are seeing. Since the data set used within this paper represents
the mass of fish caught at specific locations, representing this data
as 3D spheres is more logical from the user’s perspective than the
alternative of 2D circles.

Whether the data is represented as spheres or circles, the visual
encoding allows users to readily make comparisons between the nu-
meric data at different locations and in different temporal bins. The
objects are rendered semi-transparently in order to address the oc-
clusion problems that occur when a large object covers one or more
smaller objects at nearby locations. When the data is encoded using
spheres, a simple shading model enables the proper perception of
their 3D shapes.

4.2 Difference View
The difference view provides a visual representation of the differ-
ence between each pair of temporal bins in the form of a set of
difference graphs. The difference graphs are organized in an in-
verted pyramid, where the top layer shows the difference graphs for
neighbouring pairs of temporal bins, the second layer shows the dif-
ference graphs for pairs of temporal bins with a one-bin gap, and so
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Figure 2: The difference view provides a visual comparison of every
pair of temporal bins, arranged in an inverted pyramid.

on until the final layer shows the difference graph between the pair
of temporal bins at the extremes of the temporal range. As such,
every possible pair-wise comparison of temporal bins is shown si-
multaneously within the difference view (see Figure 2). This orga-
nization encodes the source data for each difference graph within
its spatial location within the inverted pyramid. In addition to being
able to see where and when the differences are occurring, the user
can also visually inspect and compare the raw data shown in the
corresponding temporal bins at the top of the inverted pyramid, a
method which is common in exploratory data analysis domains [2].

Since the goal of the difference graphs is to allow users to per-
ceive how the data are changing between the temporal bins, spatial
binning is necessary. Without spatial binning, the only situation in
which showing the differences would have meaning is when data
points are at the exact same spatial location. For example, if there
are two data points at the same location with the same value, but in
two different temporal bins, then these will balance out and show
no change. However, if the two points are at slightly different loca-
tions, then it will look like there is a decrease at one location and
an increase at the other. Spatial binning groups data points that are
near one another to avoid this situation.

The current GTdiff prototype performs spatial binning by divid-
ing the space over the geographic coordinate system (e.g., using
latitude/longitude). For each spatial bin, the difference between the
values in each pair of temporal bins is calculated. The maximum
of the absolute value of all of the differences is used as the extreme
value in a positive/negative scale. A divergent colour scale is used
to visually encode these differences within the visual representa-
tions of each spatial bin, following a method similar to that in [21]
. White represents a value of zero (no change), the degree of satu-
ration of green is used to represent positive values, and the degree
of saturation of red is used to represent negative values. In order to
assist with decoding, a labelled legend is provided at the bottom of
the difference view.

When aggregating the data within the spatial bins, users may
choose to either combine the raw data, or first normalize the data.
The choice of whether to normalize the data depends on the do-
main in which the system is being used. If the data represents
complete and accurate information (e.g., the value of coffee sales
within a region) then calculating the total in the spatial bins using
the raw data is appropriate. However, if the data represents point
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Figure 3: Examples of the spatial binning and associated colour en-
coding of the differences employed in GTdiff. Note that the numbers
listed within the figures represents the raw data at the associated
locations.

samples of physical phenomena (e.g., fisheries catch data, or pop-
ulation samples), then normalizing the data first is more accurate.
A simple example illustrating the spatial binning approach, and the
corresponding encoding of the differences using colour, is provided
in Figure 3. One can readily identify both the spatial regions and
magnitude of the changes.

Spatial binning introduces two potential issues. The first of these
is when there are significant data points near the boundaries of the
spatial bins. In this case, the data points may be split between the
spatial bins, making comparisons between pairs of temporal ranges
difficult. The second problem is when a spatial bin overlaps a lo-
cation where it is not possible for data to exist (i.e., fisheries data
over land, population data over the ocean, etc.). In order to alleviate
these problems, GTdiff provides users with control over the resolu-
tion of the spatial binning. Examples of different resolutions can be
seen in Figure 4.

By visually scanning the collection of difference graphs within
the inverted pyramid, users can quickly and easily perceive signif-
icant changes in the data, both spatially and temporally. If users
wish to investigate a specific difference graph in more detail, it may
be selected and explored further in the geospatial view.



Figure 4: Adjusting the resolution for the spatial binning results in dif-
ference graphs that range from coarse-grained to fine-grained com-
parisons of the data.

4.3 Geospatial View

The primary purpose of the geospatial view is to provide a detailed
visual representation of selected aspects of the data in the context of
their spatial location. As users explore the data in the temporal and
difference views, they may wish to investigate specific elements
further. One or more temporal bins may be selected in order to
conduct a detailed analysis of the data. Or a specific difference
graph may be selected for detailed inspection. In either case, the
data is layered over satellite imagery in order to provide users with
spatial awareness of the data.

In order to enhance the ability of users to perceive the foreground
data from the background contextual information, the system was
designed to ensure sufficient luminance contrast between the two.
The satellite imagery that makes up the background is darkened by
placing a semi-transparent layer over top of it. Bright colours were
chosen to represent the foreground information (i.e., the spheres
in the temporal bins or the squares in the difference graphs). As
such, the foreground information can be readily perceived as being
a separate layer placed over the background information.

When selecting two or more temporal bins to be shown simulta-
neously in the geospatial view, the spheres are rendered using the
colour encoding associated with their source temporal bin. While
the semi-transparency of the spheres allows the user to see smaller
spheres that are embedded within larger ones, the side effect of us-
ing transparency is that the colour of a sphere that is encapsulated
within a larger sphere is affected, making the decoding of the colour
to the associated temporal bin difficult in some situations. The am-
biguity of the temporal bin to which a particular sphere belongs can
be eliminated by interactively showing or hiding specific temporal
bins. Further, the underlying data can be inspected and examined
through focusing and brushing operations as needed.

The geospatial view only supports the selection of a single dif-
ference graph at one time, since the meaning of displaying multiple
difference graphs is not obvious. As with the viewing of the tem-
poral bins, the goal is to allow users to analyze and explore the data
in greater spatial detail. As such, focusing and brushing operations
are also available when viewing a difference graph, allowing the
raw data to be inspected as needed.

The geospatial view also supports the spatial filtering of data
through pan and zoom operations. As the users manipulate the lo-
cation and scale of the map, all other geospatial representations are
updated in both the temporal view (i.e., temporal bins) and the dif-
ference view (i.e., difference graphs). In this way, users can manip-
ulate the map in the geospatial view, explore the features of the data
within the other views at the desired location and level of detail, and
then make further selections of temporal bins and difference graphs
in support of their knowledge discovery tasks.

5 CASE STUDY

In order to enable a discussion of the geo-visual analytic capabili-
ties of GTdiff, a case study using historical data for the cod fisheries
off the coast of Newfoundland, Canada is presented. This case il-
lustrates the value of providing data analysts a visual approach to
exploring how the data are changing over space and time.

5.1 Cod Fisheries in Newfoundland
Fisheries ecology and fisheries management require that domain
experts know not only where fish are located and in what quan-
tity, but also understand complex biological processes that have a
strong spatial and temporal component. Part of this understanding
is reached by mapping fish species distribution and abundance, and
comparing it with the same data available for the previous years in
order to identify potential changes. This process is normally done
using static maps generated for separate years. Such a process lim-
its the ability of fisheries experts to understand and build hypotheses
about complex phenomena as it does not allow an exploration of the
data that could help the expert to compare regions and years.

For this reason, the GTdiff prototype has been tested using an ex-
tensive fisheries data set that has both large spatial (about 1,000,000
km2) and temporal (1948-2006) extents. The data was compiled
from annual multi-species bottom trawl surveys conducted by Fish-
eries and Oceans Canada for the region of Newfoundland and
Labrador, Canada. This data set records information about a num-
ber of different species, but only one was used to test the prototype.
Atlantic cod (Gadus morhua) is a species that offers the most data
and the longest temporal extent within the data set. Cod is also a
species that played a critical role in fisheries management in East-
ern Canada as it used to be very abundant but collapsed and led to
a moratorium on cod fisheries in 1992-1993 that severely impacted
the local economy. The years preceding the collapse have been
documented by fisheries experts and showed interesting spatial and
temporal characteristics that could benefit from examination using
a system like GTdiff. The data set has a number of attributes, in-
cluding the mass of cod caught by the survey vessels at various
locations and times.



Fisheries data also have inherent complexities that make them
interesting for this case study. Data collection followed a randomly
stratified sampling scheme which ensured a representative cover-
age of the study area, allowing robust statistical analyses. However,
point data are samples which are not always representative of the
phenomenon being observed, their number being limited by the re-
sources that can be spent to collect the data (e.g. number of days
at sea to cover a given region). Specific point locations also change
from one year to the next, as the random sample of sites is done
separately each year. In addition, a number of problems can occur
during the data collection (e.g. ship engine failure, large number
of days with bad weather) that can lead to significant gaps in the
spatial coverage of the data that should not be interpreted as a lack
of fish.

5.2 Fisheries Analyst Tasks

Bottom trawl surveys such as the ones used for this case study
are mainly performed by the government in order to define quo-
tas to be allocated for commercial fisheries in the next year (i.e.
the amount of fish from each species that can be fished in cer-
tain zones). Geospatial tools are still marginally used in day-to-
day operations of fisheries analysts which mostly rely on statistics
and mathematical population models, usually aggregating data in
large spatial management units (e.g. NAFO Zones in the north-
west Atlantic) and comparing the average catches with previous
years. However, geospatial tools are penetrating this field as space
is increasingly being recognized as a neglected component when
it comes to understanding processes regulating changes in fisheries
resources. Static maps representing the location and abundance of
catches (e.g. proportional symbols maps) are produced routinely in
order to look at spatial variations within management units. Com-
paring a map for one year and one for another year can provide an
insight into changes at given locations and sometimes into move-
ment of fish populations or overexploitation of fish stocks. Analysts
also tend to aggregate and bin different years in order to compare
groups of years which can highlight long-term trends in the data.
The ability to analyze data both in space and time is important due
to the dynamic nature of the fisheries.

5.3 Using GTdiff for Data Exploration

GTdiff has been developed and tested in collaboration with an ex-
pert in fisheries data mapping and analysis. An attempt was made
to visualize the cod catch data before, during, and after the major
collapse of the cod stocks (1988 to 1993), as this period had signif-
icant changes over space and time that have been well documented
by biologists [6]. Different temporal blocks and grid sizes were
selected, allowing for the identification of visual patterns in the dif-
ference graphs that have been described in the fisheries literature.
The expert found the temporal-based analysis of the data valuable
in identifying this well-known pattern. However, further study is
needed to determine the benefits that GTdiff can provide for an an-
alyst to discover new knowledge from within a geo-temporal data
set.

Figure 5 shows the temporal and difference views of the data
using five temporal bins in the 1988-1993 timeframe. Three dif-
ference graphs were quickly identified by the expert that show the
main steps that led to the cod moratorium. The difference graph
comparing 88-89 vs. 89-90 (see Figure 6(a)) shows a decrease in
the cod catches in some regions, and increases in others. In addi-
tion, there were significant decreases in some northern regions, and
significant increases in some northeastern regions. These decreases
continued to spread to the southeast, which can be identified in the
89-90 vs. 90-91 difference graph (see Figure 6(b)). At the same
time, a number of much higher catches were observed in the east
of the region, due to what has been described by biologists as the
hyper-aggregation of cod. This increased catch gave the impression

Figure 5: A view of the cod fisheries data over a five-year timeframe.
The catch data in each of the years is shown in the temporal bins
across the top. The expansion of the fisheries can be identified by
the green regions in the difference graphs; the subsequent depletion
of stocks can be identified by the red regions.

to the industry and some biologists that cod stocks were healthy
and led to an intense fishery in this region. The 90-91 vs. 91-92
difference graph (see Figure 6(c)) shows not only a depletion of the
stocks in the regions that had high catch rates in the previous years,
but also widespread reductions in most other regions as well. The
result of these reductions led to a decision to enact a moratorium
on cod fisheries in the summer of 1992. Viewing the data from the
extremes of the temporal range (see the bottom difference graph in
Figure 5), the effects of the depletion of the cod stocks can be seen.

5.4 Discussion
In the case study, the expert user was provided with a short train-
ing session and description of the meanings of each of the visual
representations. He was able to quickly filter the data spatially and
temporally using GTdiff, producing views of the collapse of the cod
fishery around Newfoundland. Even though the spatial and tempo-
ral parameters pertaining to the collapse were known by the expert,
users unfamiliar with the system could readily identify that a drop in
cod stocks had taken place during the time over which all data were
available (e.g., the 25 year timeframe in Figure 1 clearly shows a
severe decline in the data beginning in the early 1990s).

The expert selected a known five-year timeframe and chose to
produce five temporal bins, one corresponding to each year. Dif-
ferent granularities of spatial binning were then explored. While an
increased resolution of the difference graphs produced an indica-



(a) Difference graph for 88-89 vs. 89-90.

(b) Difference graph for 89-90 vs. 90-91.

(c) Difference graph for 90-91 vs. 91-92.

Figure 6: The important difference graphs discovered in the case
study, shown in detail within the geospatial view.

tion of the differences in catch data over a more precise region, the
expert opted to use lower to mid-range spatial bin resolutions. The
benefit in choosing the lower resolution was that broader, overarch-
ing changes became visible that were not evident with finer reso-
lutions. He also found the ability to investigate specific difference
graphs using the geospatial view to be very useful in examining
the ecological events leading up to the cod moratorium. In particu-
lar, the higher catches associated with the hyper-aggregation of cod
were examined in great detail, as described in the previous section.

There is an important difference between how this data has been
explored in the past and how it was explored by the expert using GT-
diff. As noted previously, traditional approaches to analysis would
be for the expert to generate multiple maps that illustrate the loca-
tion and abundance of catches, and then make comparisons of this
data using these snapshots of the data. GTdiff provides support for
a more interactive and dynamic exploration of the data. Analysts
can adjust the spatial and temporal filtering and binning, identify
features of interest within the difference pyramid, and investigate
these in detail as necessary. As such, GTdiff does not just provide
snapshots of the data, but tools to analyze and explore the changing
aspects of the data over space and time.

While we examined the case study of the Newfoundland cod
fishery in particular, GTdiff may be a beneficial tool for explor-
ing any data set involving a strong connection between geospatial
and temporal elements. From a general usage perspective, the sys-
tem allows data analysts to focus on particular time periods in a
data set for a geospatial region by manipulating the geospatial view
and associated temporal view. They can quickly assess the changes
that have taken place over that period from longer to shorter time
intervals (difference view), and further examine these at an appro-
priate level of detail (geospatial view). Natural choices for GTdiff
application domains include population statistics (e.g., examining
the growth and decline of urban and rural areas), and business in-
telligence (e.g., studying consumer purchasing patterns or product
adoption rates), among many others.

6 CONCLUSIONS AND FUTURE WORK

In this paper, we present a geo-visual analytics system that sup-
ports an interactive exploration of changes in a data set through
geo-temporal differences. Spatial and temporal filtering allow data
analysts to easily focus on specific locations and timeframes of
interest. Visual representations of the data in both temporal bins
and difference graphs simultaneously show the raw data and how
it is growing or shrinking within spatial bins. Multiple coordinated
views support the analyst in examining the data from multiple dif-
ferent perspectives, focusing on interesting aspects of the data as
needed. At any time, the underlying data can be inspected in detail
through simple focusing and brushing operations.

A case study using data from the cod fisheries off the coast of
Newfoundland between 1948 - 2006 was conducted with an expert
user. The system was found to be useful for both exploring the data,
and for showing and explaining known phenomena. The expert
was able to quickly grasp the meaning of the visual representations,
the value of the specific features, and the methods for interactively
exploring the data.

Future work includes further refinement and enhancements of
the prototype implementation, and exploring methods for support-
ing the visual identification of more complex trends in the data.
User evaluations in a controlled laboratory setting are currently in
the planning stage, the goal of which are to measure the benefits
of the specific design choices in the creation of GTdiff. Field trials
with expert and novice users are also being planned, in order to gain
an understanding of how GTdiff can be used to explore, discover,
and explain both known and unknown phenomena.

This work was conducted as part of a larger project that focuses
on discovering and evaluating techniques to support geo-visual an-



alytics of capture fisheries statistical data. As such, portions of GT-
diff may be integrated into future research prototypes developed
within this broader research domain.
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