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Abstract

The notion of primary cause of an effect or outcome can be defined as the immediate
reason behind the outcome, representing the phenomenon —action or event in a dynamic
framework— that is directly responsible for bringing about the effect. When causal anal-
ysis is done relative to an observed effect and an observed history of actions or events,
this is further categorised as actual or token-level primary cause. While there has been
a lot of work on actual primary as well as indirect causes in discrete dynamic domains,
very few studies address causation in hybrid dynamic domains, that is dynamic systems
where change can be both discrete and continuous. Building on recent progress, in this
paper we propose a first definition of primary cause in a hybrid action-theoretic frame-
work. Our proposal is set within a hybrid variant of the situation calculus. We show
that our formalization has some basic intuitive properties.
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1. Introduction

A fundamental task in dynamic domains is to figure out the causes of change, e.g. that of
an observed effect becoming true given a history of actions, a problem known as actual or
token-level causation. Based on Pearl’s original work [1, 2], Halpern and Pearl and others
[3-9] have extensively studied the problem of actual causation and significantly advanced
this field. Halpern and Pearl’s approach is based on the concept of structural equation
models (SEM) [10] and follows the Humean counterfactual definition of causation. The
latter states that “an outcome B is caused by an event A” is the same as saying that
“had A never occurred, B never had existed”. This definition suffers from the problem of
preemption: it could be the case that in the absence of event A, B would still have occurred
due to another event, which in the original trace was preempted by A. Halpern and Pearl
avoid preemption by performing selective counterfactual analysis and suspending some of the
model’s mechanisms. While their inspirational work has been used for practical applications,
their approach based on SEM has been nevertheless criticized for its limited expressiveness
[6, 7, 11], and researchers have attempted to extend it with additional features [12].

In recent years, researchers have become increasingly interested in studying causation
within more expressive action-theoretic frameworks, in particular in that of the situation
calculus [13-15]. Among other things, this allows one to formalize causation from the
perspective of individual agents by defining a notion of epistemic causation [16] and by
supporting causal reasoning about conative effects, which in turn has proven to be useful
for explaining agent behaviour using causal analysis [17] as well as has the potential for
defining important concepts such as responsibility and blame [18].

While there has been much work on actual causality, the vast majority of the work in this
area has focused on defining causes in discrete domains. However, a distinguishing feature of
the real world is that change can be both discrete and continuous. Unfortunately, very few
studies address causation in hybrid dynamic systems, and those that do are framed within
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causal models that are known to have limited expressiveness and suffer from a variety of
problems. For instance, in [19], Halpern and Peters proposed an extension of SEMs, termed
generalized structural-equations models (GSEMs). GSEMs can capture hybrid systems by
allowing specified interventions, which can lead to a potentially infinite number of outcomes.
To manage complexity, the language is restricted to explicitly reference countably many
values and interventions. However, despite improving on expressivity of SEM-based causal
models, it is not clear how one can formalize various aspects of action-theoretic/dynamic
frameworks there, e.g. non-persistent change supported by fluents, possible dependency
between events, temporal order of event occurrence, etc.

Inspired by the aforementioned work on action-theoretic formalization of actual causation
[14, 16], in this paper, we propose a formal account of actual cause in hybrid dynamic
domains. Our formalization is set within a recently proposed hybrid variant of the situation
calculus [20, 21]. We focus on actual primary cause and study causation relative to primitive
fluents exclusively. We show that our formalization has some basic intuitive properties and
investigate the conditions under which the primary cause persists.

The paper is organized as follows: in the next section, we introduce our base framework,
the situation calculus [22] and the recently proposed hybrid temporal situation calculus [20]
along with an example therein. In Section 3, we recap previous work on actual causation in
the situation calculus. Then in Section 4, we propose our definition of actual primary cause
in the HTSC. We also discuss causation relative to our running example and prove some
intuitive properties. Finally, we conclude the paper with some discussion in Section 5.

2. Preliminaries
The Situation Calculus

The situation calculus (SC) is a well-known second-order language for representing and
reasoning about dynamic worlds [22, 23]. In the SC, all changes are due to named actions,
which are terms in the language. Situations represent a possible world history resulting
from performing some actions. The constant Sy is used to denote the initial situation where
no action has been performed yet. The distinguished binary function symbol do(a,s) de-
notes the successor situation to s resulting from performing the action a. The expression
do([ay,- - ,ay], s) represents the situation resulting from executing actions aq, - - - , a,, start-
ing with situation s. As usual, a relational /functional fluent representing a property whose
value may change from situation to situation takes a situation term as its last argument.
There is a special predicate Poss(a, s) used to state that action a is executable in situation
s. Also, the special binary predicate s T s’ represents that s’ can be reached from situation
s by executing some sequence of actions. s C s’ is an abbreviation of s C s’ Vs = ¢.
s < s is an abbreviation of s T s’ A Erecutable(s’), where FEzecutable(s) is defined as
Va',s'. do(a’,s") € s D Poss(a’,s’), i.e. every action performed in reaching situation s was
possible in the situation in which it occurred. s < s’ is an abbreviation of s < s’ Vs = s'.

In the SC, a dynamic domain is specified using a basic action theory (BAT) D that in-
cludes the following sets of axioms: (i) (first-order or FO) initial state axioms Dg,, which
indicate what was true initially; (ii) (FO) action precondition axioms D,,, characteriz-
ing Poss(a, s); (iii) (FO) successor-state axioms D, indicating precisely when the fluents
change; (iv) (FO) unique-names axioms D, for actions, stating that different action terms
represent distinct actions; and (v) (second-order or SO) domain-independent foundational
axioms ¥, describing the structure of situations [24]. Although the SC is SO, Reiter [22]
showed that for certain type of queries ¢, D = ¢ iff Dyne U Dg, |E R[], where R is a
syntactic transformation operator called regression and R[] is a SC formula that compiles
dynamic aspects of the theory D into the query ¢. Thus reasoning in the SC for a large
class of interesting queries can be restricted to entailment checking w.r.t a FO theory [22].



Hybrid Temporal Situation Calculus

The SC only allows discrete changes to fluents as a result of actions. However in the real
world, many changes are continuous rather than discrete and happens due to the passage of
time. For example, a change in room temperature after adjusting the thermostat happens
over time, but not immediately. Reiter’s temporal SC [22] can model continuous change. In
his framework, each action is given a time argument, but the fluents remained atemporal
and won’t actually change with time; instead, they attain certain values when these time-
stamped actions are performed. One cannot query the value of a continuous fluent at some
arbitrary time. For example, in a dropping ball scenario, the ball’s current position cannot
be determined at a specific moment without referencing a time-stamped action.

To accommodate time, Reiter introduced two special functions, time(a), which refers to
the time at which an action a is executed, and start(s), which gives the starting time of
the situation s. time is specified by an axiom time(a(Z,t)) = ¢ (included in Dg,) for every
action function a(Z,t) in the domain. start is specified by the new foundational axiom
start(do(a, s)) = time(a). The starting time of Sy is not enforced. To outlaw temporal
paradoxes, the abbreviation Executable(s) is redefined as below.

Ezecutable(s) € Va,s'. do(a,s') T s D (Poss(a,s') A start(s') < time(a)).

The hybrid temporal situation calculus (HTSC) [20, 21] takes inspiration from hybrid
systems in control theory, which are based on discrete transitions between states that con-
tinuously evolve over time. In HTSC, SC (atemporal) fluents are preserved, not to represent
continuous change, but rather to provide a context within which the values of temporal flu-
ents can change. For instance, the velocity of a ball, a continuous fluent, changes over time
when the ball is in a state of falling. Here, the discrete fluent Falling(s) serves as the context
that influences how the continuous functional fluent velocity(t, s) varies with time.

HTSC modifies SC’s BAT by including the axioms for time(a) and start(s) as well as the
new definition of Fzecutable(s) as discussed above in Dg, and in ¥, respectively. Moreover,
in addition to Reiter’s successor-state axioms (SSA) [22], which define how fluents change
as a result of named actions, HTSC introduces the following state evolution axioms (SEA)
[20], each of which defines how a temporal fluent f(Z)’s value changes over time.*

f(& t,s) =y =[2(Z, y,t,8) Vy = f(Z, start(s), s) AN ~U(Z, s)].

Here ®(Z,y,t,s) represents \/; -, (7 (&, s) A 0;(Z,y,t,s)), where 7; is a context and J; is
a relevant formula to be used to compute the temporal fluent f’s value when 7; holds. ¥
denotes \/; -, 7i(&, s), which represents all the mutually exclusive relevant contexts of a
temporal fluent. Thus the above SEA states that the value of a temporal fluent f(Z) changes
only if some context «; holds and according to the rules defined in the formula d; associated
with v;; otherwise, it remains unchanged. The formula 0;(Z,y,t, s) implicitly or explicitly
defines y using some arbitrary (domain-specific) constraints on the variables and fluents.

A hybrid basic action theory [20] is defined as a collection of axioms ¥ U Dss U Dgp U
Duna U Ds, U Ds., where D, is the set of state evolution axioms.

Example. We use a simple nuclear power plant (NPP) as our running example. In this
domain, we have the following actions: rupture(p,t), i.e. a pipe in plant p ruptures at time
t, csFailure(p, t), i.e. the cooling system of p fails at ¢, fitP(p, ), i.e. a pipe of p is fixed at
t, fiCS(p,t), i.e. the cooling system of p is fixed at t, and mRadiation(p, t), representing
monitoring of radiation of p at ¢t. For simplicity, we assume a single pipe per plant.

The fluents in this domain consists of Ruptured(p,s) and CSFailed(p, s), representing
plant p has a ruptured pipe in situation s and the cooling system of p has failed in s,

1Henceforth7 all free variables in a sentence are assumed to be universally quantified at the front.



respectively, as well as the temporal fluent coreTemp(p,t,s), which stands for the core
temperature of p at time ¢ in situation s.
We now give the domain-dependent axioms, starting with the action precondition axioms.

Poss(rupture(p,t), s) = true,

Poss(fizP(p,t),s) = Ruptured(p, s),

Poss(csFailure(p,t), s) = = CSFailed(p, s),

Poss(fitCS(p,t),s) = CSFailed(p, s),

Poss(mRadiation(p,t), s) = true.

These are self-explanatory. We also have the following successor-state axioms:

Ruptured(p,do(a, s)) = 3t. a = rupture(p,t) V (Ruptured(p, s) A =3t. a = fizP(p,t)),
CSFailed(p, do(a, s)) = 3t. a = csFailure(p,t) V (CSFailed(p, s) A —3t. a = fixCS(p,1)).

Thus, the pipe of plant p has ruptured after action a happens in situation s, i.e. in do(a, ),
iff @ is the action of rupturing the pipe of p at some time ¢, or the pipe of p was already
ruptured in s and a does not refer to the action of fixing the pipe of p at some time ¢. The
SSA for CSFuiled is similar.

For core temperature, we have the following state evolution axiom (here 71 (p), v2(p),
and y3(p) denote the contexts Ruptured(p) A CSFailed(p), Ruptured(p) A -~ CSFailed(p), and
—Ruptured(p) A CSFailed(p), respectively):

coreTemp(p7 L, 8) =Yy = [(’71 (p7 S) A b1 (p7 L, 8)) v (72(107 S) A 52(]9’ L, S)) \ (’73(]97 S) A (53(}?, t, S))
V (y = coreTemp(p, start(s), s) A =(71(p, ) V 72(p, 5) V 73(p; 8)))]-

That is, the value of coreTemp of p at time ¢ in situation s is dictated by the formula d&;
if both p’s cooling system has failed and its pipe was ruptured, d5 if p’s pipe was ruptured
but its cooling system is working, d3 if p’s cooling system has failed but its pipe is intact,
and remains the same as in start(s) otherwise. Here §; for i = 1,2, 3 is defined as follows:

di(p,t,8) & coreTemp(p, t, s) = coreTemp(p, start(s), s) + (t — start(s)) x A,

where Ay = 100, Ay = 35, and Az = 55. The above formula computes coreTemp(p,t,s) by
adjusting the initial temperature at start(s) based on the elapsed seconds t — start(s) and
specifies a rate of temperature increase, 100, 35, or 55 degrees per second, resp., depending
on the context 7; (we could have used more realistic differential equations just as easily).

We assume that there is at least one NPP P; in our domain. We also have the follow-
ing initial state axioms for Py: —Ruptured(Py,Sy), -CSFailed(Py,Sy), and coreTemp(Py,
start(So), So) = —50. Finally, the unique-names axioms for the above actions can be defined
as usual. Henceforth, we use D,,, to refer to the above axiomatization.

3. Actual Achievement Cause in the SC

Given a history of actions/events (often called a scenario) and an observed effect, actual
causation involves figuring out which of these actions are responsible for bringing about this
effect.? When the effect is assumed to be false before the execution of the actions in the
scenario and true afterwards, the notion is referred to as achievement (actual) causation.
Based on Batusov and Soutchanski’s original proposal [14], Khan and Lespérance (KL)
recently offered a definition of achievement cause in the SC [16]. Both of these frameworks
assume that the scenario is a linear sequence of actions, i.e. no concurrent actions are
allowed. KL’s proposal can deal with epistemic causes and effects; e.g., an agent may
analyze the cause of some newly acquired knowledge, and the cause may include some

2We use actions and events interchangeably.



knowledge-producing action, e.g. inform. They showed that an agent may or may not know
all the causes of an effect, and can even know some causes while not being sure about others.

To formalize reasoning about effects, KL [16] introduced the notion of dynamic formulae.
An effect o in their framework is thus a dynamic formula.? Given an effect ¢, the actual
causes are defined relative to a narrative (variously known as a scenario or a trace) s. When
s is ground, the tuple (p, s) is often called a causal setting [14]. Also, it is assumed that
s is executable, and ¢ was false before the execution of the actions in s, but became true
afterwards, i.e. D = Executable(s) A —¢[So] A ¢[s]. Here ¢[s] denotes the formula obtained
from ¢ by restoring the appropriate situation argument into all fluents in ¢ (see Def. 2).

Note that since all changes in the SC result from actions, the potential causes of an effect
@ are identified with a set of action terms occurring in s. However, since s might include
multiple occurrences of the same action, one also needs to identify the situations where these
actions were executed. To deal with this, KL required that each situation be associated with
a time-stamp, which is an integer for their theory. Since in the context of knowledge, there
can be different epistemic alternative situations (possible worlds) where an action occurs,
using time-stamps provides a common reference/rigid designator for the action occurrence.
KL assumed that the initial situation starts at time-stamp 0 and each action increments the
time-stamp by one. Thus, their action theory includes the following axioms:

timeStamp(Sy) = 0,
Ya, s, ts. timeStamp(do(a, s)) = ts = timeStamp(s) = ts — 1.
With this, causes in their framework is a non-empty set of action-time-stamp pairs derived

from the trace s given ¢.
The notion of dynamic formulae is defined as follows:

Definition 1. Let &, 0,, and iy respectively range over object terms, action terms, and
object and action variables. The class of dynamic formulae ¢ is defined inductively using
the following grammar:

@ = P(Z) | Poss(0a) | After(0a, ) | —¢ | w1 A w2 | 37. ¢.

That is, a dynamic formula (DF) can be a situation-suppressed fluent, a formula that says
that some action 6, is possible, a formula that some DF holds after some action has occurred,
or a formula that can built from other DF using the usual connectives. Note that ¢ can
have quantification over object and action variables, but must not include quantification
over situations or ordering over situations (i.e. C). We will use ¢ for DF.

©[-] is defined as follows:

Definition 2.

P(Z,s) if p is P(&)

Poss(0,,s) if ¢ is Poss(6,)

det | @'[do(0a, )] if @ is After(0a,¢")

~(¢'[s]) if ¢ is (')

p1[s] A pals] if @ is (o1 A gp2)

3. (¢'[s])  ifeis (37 ¢')

We will now present KL’s definition of causes in the SC. The idea behind how causes

are computed is as follows. Given an effect ¢ and scenario s, if some action of the action
sequence in s triggers the formula ¢ to change its truth value from false to true relative to

3While KL also study epistemic causation, we restrict our discussion to objective causality only. Also, as
usual, we will often suppress the situation argument of ¢. ¢[s] denotes the reintroduction of s in ¢; see
below for a definition.



D, and if there are no actions in s after it that change the value of ¢ back to false, then this
action is an actual cause of achieving ¢ in s. Such causes are referred to as primary causes:

Definition 3 (Primary Cause [16]).

CausesDirectly(a,ts, o, s) 4 35, timeStamp(s,) = ts A (So < do(a, s4) < s)
A =p[sqa] AVS .(do(a, s,) < 8" < 5D pls]).

That is, a executed at time-stamp ts is the primary cause of effect ¢ in situation s iff a
was executed in a situation with time-stamp ts in scenario s, a caused ¢ to change its truth
value to true, and no subsequent actions on the way to s falsified .

Now, note that a (primary) cause a might have been non-executable initially. Also, a
might have only brought about the effect conditionally and this context condition might have
been false initially. Thus earlier actions on the trace that contributed to the preconditions
and the context conditions of a cause must be considered as causes as well. The following
definition captures both primary and indirect causes.*

Definition 4 (Actual Cause [16]).

Causes(a, ts, o, s) = VP.[Va, ts, s, o.(CausesDirectly(a, ts, ¢, s) D Pla, ts, ¢, s))
AVa,ts, s, p.(3a’,ts', s".(CausesDirectly(da’, ts', p, s)
A timeStamp(s')=ts' Ns' < s
A P(a,ts,[Poss(a’) A\ After(a’, )], s")
D P(a,ts,p,s))
| D Pla,ts,p,s).

Thus, Causes is defined to be the least relation P such that if a executed at time-step ts
directly causes ¢ in scenario s then (a,ts, ¢, s) is in P, and if o/ executed at ts’ is a direct
cause of ¢ in s, the time-stamp of s’ is ts', s’ < s, and (a, ts, [Poss(a’) A After(a’,¢)],s’) is
in P (i.e. a executed at ts is a direct or indirect cause of [Poss(a’) A After(a’, ¢)] in s'), then
(a,ts,p,s) is in P. Here the effect [Poss(a’) A After(a’, )] requires a’ to be executable and
¢ to hold after a’.

Example. We will illustrate causation in the SC using a version of our example. Assume
a SC BAT for this domain, DTSLPC;] that only includes the atemporal variants of the last 3 ac-
tions, i.e. mRadiation(p), csFailure(p), and fixCS(p), the CSFailed(p, s) fluent, and the asso-
ciated initial state axioms, action precondition axioms, successor-state axioms, and unique-
names axioms. Within this framework, consider the scenario o1 = do([mRadiation(P;),
csFailure(Py), fiCS(P1), mRadiation(Py), csFailure(Py), mRadiation(P1)], So) and the ob-
served effect @1 = CSFailed(Py), for power-plant P;. We can show the following.

Proposition 1.
D3¢ \= CausesDirectly(csFailure(P1), 4, g1, 01).

npp

Moreover, we can show the following result about (possibly indirect) causes.

Proposition 2.
D3¢ = Causes(csFailure(Py), 1, p1,01)

npp

A Causes(firCS(P1),2, ¢1,01) A Causes(csFailure(Py), 4, v1,01).

4 this, we need to quantify over situation-suppressed DF. Thus we must encode such formulae as terms
and formalize their relationship to the associated SC formulae. This is tedious but can be done essentially
along the lines of [25]. We assume that we have such an encoding and use formulae as terms directly.



Explaining backwards, the second csFailure(P;) action executed at time-stamp 4 is a cause
as it is a direct cause. The fixC'S(Py) action is a cause since had it not for this action, the pri-
mary cause would not have been executable (see action precondition axiom for csFailure()).
Finally, the first cooling system failure action is required for the fizrC'S(P;) to be executable.
Since we do not deal with secondary causes in this paper, we will not pursue this discussion
further and rather refer the interested reader to [16].

4. Primary Cause in Hybrid Dynamic Domains

We next turn our attention to causation in the HTSC. Our precise contribution here
is as follows: first, we will give a general definition of causal setting. We then consider
the case where the effect is a primitive atemporal fluent as well as the one where it only
involves a primitive temporal fluent. We discuss why KL’s definition can be adapted for
us for the former and give a new definition for the latter in terms of the former. We use
our running example to illustrate our definition. We also study some properties, including
one that identifies the conditions under which these causes persist. In the next section,
we suggest how one might extend our notion of direct cause relative to primitive temporal
fluents as effects to cover the cases where the effect is a conjunction or disjunction of two or
more primitive temporal effects (i.e. constraints on the values of primitive temporal fluents).

Hybrid Setting. We start by defining a notion of causal setting in the HTSC.

Definition 5. A hybrid temporal achievement causal setting is a tuple (D, o, ), where D
is a HTSC BAT, o # Sy is a ground situation term of the form do(a, ..., ay], So) with
non-empty sequence of ground action functions aq, ..., o, and @ is a situation-suppressed
(possibly temporal, and in that case, time-suppressed) SC formula such that:

D = Ezecutable(a) N —p[start(Sy), So] A ~¢[time(aa), So] A ¢[start(c), o).

In our framework, ¢ is a situation- and time-suppressed HT'SC formula, which is constrained
to be consistent. The exact nature of ¢ is irrelevant for us as we will only deal with
primitive atemporal fluents and conditions on the values of primitive temporal fluents (e.g.
coreTemp(P;) > 1000) as effects.” Note that the above definition requires the effect ¢ to
be false at the beginning and at the end of the initial situation Sy and to be true when
observed at the beginning of o.

In a hybrid domain, in general, one can query the causes of an observed effect at any
point in time within a situation o, i.e. at any moment in between the start time and the end
time of o, inclusive. To simplify, we assume that the query is posed relative to the starting
time of o (as enforced by Definition 5). One can always add a subsequent dummy action
noOp (that has no effect and that is always possible) and query relative to the updated
scenario do(noOp, o) if this is not the case.

As discussed below, a hybrid setting does not necessarily guarantee that the causes of
the associated (temporal) effect can always be computed as it might still be implicit in
the initial situation, e.g. when the context that brought about the effect was true initially
and remained true until the achievement of the effect; we will return to this issue later in
Theorem 2. One last point: when the effect is atemporal, the time arguments above are
simply ignored and the definition resembles that of a causal setting in the SC.

Atemporal Primitive Fluents as Effects. We next consider defining primary achieve-
ment cause relative to a hybrid setting, where the effect is a primitive atemporal fluent.
Since we already have a notion of time associated with every situation in the HTSC, it

5In the following, we will write ¢[¢, s] to denote the formula obtained from ¢ by restoring the appropriate
situation and time arguments into the only fluent in ¢.



seems to be natural to adopt this instead of KL’s time-step. However, one problem with
this is that since actions in HTSC are instantaneous, it is possible for multiple actions to
have the same time argument, and as such the execution time time(a) of an action a cannot
be used to uniquely identify the occurrence of a on the trace. Thus, for this, we will adopt
KL'’s definition of primary cause [16] given in Definition 3 above; we require that ¢ for our
case is some suitable subclass of HT'SC formulae.

Temporal Primitive Fluents as Effects. We will give another definition of primary
achievement cause relative to a hybrid setting, but now for the case where the effect involves
a primitive temporal fluent instead. Note that for discrete effects, the primary cause (which
is an action a) brings about the effect discretely and immediately after its execution. For the
temporal case, however, the effect might be only realized after a while, and many irrelevant
actions might be executed in between. Thus while defining the primary achievement cause,
we need to talk about the achievement time ¢ of the effect within the scenario. But, since
time is continuous and thus uncountable, it is not trivial to pinpoint ¢. For instance, one
cannot use a sentence such as 3t,t'. ¢ <t A —p[t', o] A ¢[t, o] to reveal ¢ within some situa-
tion o; since time is continuous, given a time-point ¢, the notion of an immediate previous
time-point ¢’ is not well defined as there will always be another time-point in the interval
(t',t), e.g. (t' +1t)/2. One solution to this problem is to instead consider an interval (¢1,t2)
within the achievement situation over which the effect was achieved. For simplicity, ¢; and
to can be assumed to be the starting time of situations (which can be also represented using
the time of the associated actions for non-initial situations). In our formalization, we will
thus evaluate the effect relative to such t; and 9 to determine the “achievement situation”
of the effect, as can be seen in the definition of AchvSit(-,-,-) below.

The intuition behind our definition is as follows. Recall that in HTSC, the values of
temporal fluents can change when certain contexts are enabled. Contexts, which are discrete
fluents, on the other hand change due to the execution of actions. Thus when determining
the primary cause of some temporal fluent having a certain value, we need to identify the
last context v that was enabled when the fluent acquired this value (i.e. the context v of
the achievement situation s, ), and the action a that caused this context. Since contexts are
mutually exclusive, v must have been the only enabled context in s, and a must have been
the last action whose contribution brought about the temporal effect under consideration.®

In the following, we give the definition of primary cause relative to a hybrid setting
(D, 0, ). In this, the effect ¢ is a constraint on the values of a situation- and time-suppressed
primitive temporal fluent f(Z). Also, %-f refers to the contexts (indexed by i) that are
associated with the temporal fluent f (see the state evolution axioms defined above).

Definition 6 (Primary Achievement Cause (Primitive Temporal Case)).

C’ausesDir@ctlyf;ZZ (a,ts,¢,5) < Js,. AchuSit(sy, ¢, s) A Ji. CausesDirectly(a, ts, 'yif, Sp)-

That is, action a executed at time-stamp ts directly causes the situation- and time-suppressed
effect formula ¢ in scenario s iff the achievement situation of ¢ in s is s,, and a executed in
some earlier situation with time-stamp ts directly caused some relevant context %_f for the

temporal fluent f in ¢ in scenario s.

6There can be other secondary /indirect causes, but we are only concerned with primary causes here.



9, 8a

a do(a, sq) 0, $a

time

®

b do(b,do(a, s,)), ¢ a do(a, sq), ¢

¢.do(a,s,) e——"F—e ¢, a

Figure 1. Illustration of the two cases in the definition of achievement situation.

We now give a definition for achievement situations.
def

AchvSit(s,, ¢, s) =
([Ba, b, sq- So < 54 < do(a, sq) < do(b,do(a, sq)) < s A —pltime(a), sq] A p[time(b), do(a, s4)]
A (Vs 8"t do(a,s,) < s <" < sAstart(s') <t < start(s") D [t',s])
N sy = do(a, sq)]
V [Fa, sq. s = do(a, sq) A —p[time(a), sq] A [start(do(a, sq)), do(a, sq)] A s, = do(a, $4)]).

The achievement situation of ¢ in scenario s is s, iff either (i) there are two consecutive
actions a and b and a situation s, in the scenario such that ¢ was false at the end of s,
right before a was executed,” but became true by the end of situation do(a, s,) before the
execution of b, and remained true afterwards till the end of the scenario s, in which case s,
is do(a, s4); or (ii) there is an action a and some situation s, such that ¢ was false at the
end of s, but became true when a happened, i.e. at the start of situation do(a, s,), which
also is the last situation of the trace s, in which case s, is do(a, s,) (which is the same as
s). The first disjunct above accommodates cases where there are at least two actions in
the scenario, and the effect was false at the end of some situation and became true at some
point between the start and the end of the next situation, inclusive. The second one covers
the boundary case where ¢ was instantaneously brought about by the very last action in
the scenario. Note that the two cases above are mutually exclusive as the first requires the
occurrence of an action after the effect ¢ has been achieved while in the second ¢ is achieved
by the very last action. Figure 1 illustrates these two cases, where horizontal lines represent
action execution and vertical lines depict the passage of time within the same situation.
Example. Consider the causal setting (D,pp, @2, 02), where @9 et coreTemp(Py) > 1000
and o3 is the scenario do([rupture( Py, 5), csFailure( Py, 15), mRadiation(Py, 20), fizP (P, 26)],
Sp). This is depicted in Figure 2, which also shows the temperature in each situation. Given
this, as expected we can show the following result about direct causes.

Proposition 3.

Dy = CausesDirectly?l™ (csFailure(Py,15), 1, 2, 0).

temp

Note that although csFailure(Py,15) is not the last action that happened before the ef-
fect @2 became true, it is the primary cause. Put otherwise, our definition correctly
identified mRadiation(Py,20) as one of the irrelevant actions. Indeed csFailure(P;,15)
is the action that directly caused the context that is active in the achievement situation

S3 = do([rupture(Py,5), csFailure( Py, 15), mRadiation(Py, 20)], Sp), i.e. 1.

7Since it is not directly possible to talk about the end time of a situation in HTSC (as the end time does
not really exist when the scenario is not known), we will use the start time of the next action to denote this.
While in the discussion, we mention that the end time of the situation comes “right before” the execution
time of the next action on the trace, note that in reality, these two times are the same.
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Figure 2. Continuous change in temperature under relevant contexts realized by actions.

Properties. We next discuss a few general properties of our formalization. Let D in-
clude a HTSC BAT and our formalization above.
The first property states that the primary cause of a temporal effect is unique.

Theorem 1 (Uniqueness).

D = CausesDirectly? ™ (ay,ts1,p,0) A CausesDirectly?™™ (az, tsy, @, 0)

temp temp

Day = CLQ/\tSl :tSQ.

This follows directly from Definitions 3 and 6 as by these definitions, both the achievement
situation s, and the (discrete) direct cause are unique.

Next, we recognise that despite given a proper hybrid setting, primary causes of primitive
temporal fluents might not exist (as it may be implicit in the initial situation Sp).

Theorem 2 (Implicit Primary Cause). Assume that ¢ is a constraint on the values of a
primitive temporal fluent f. Then we have:

D |= (ProperHTSCAchvCausalSetting (v, o)
A3s,. AchSit(s,, @,0) A Ji. vl [s,] A (Vs So < ' < s, D] [s]))

i
prim

D —da, ts. CausesDirectlyp,,,(a,ts, ¢, 0)),

ef

where, ProperHTSCAchvCausalSetting(p, o) =
Ezecutable(o) A Jag. do(ag, So) < o A —p[start(So), So] A —p[time(ag), So] A ¢[start(o), o].

This can be proven by showing that since the context fyif active in the achievement situation
s, was true throughout the interval (Sy, s,,), the achievement cause of ’yif in s, simply does
not exist (recall that Definition 3 requires *yif to be false before the action that caused it
happened).

Finally, we study the conditions under which primary achievement causes persist when
the scenario changes.

Theorem 3 (Persistence).

Va,ts,¢,s,s". CausesDirectlyg;fz"; (a,ts,p,s)

ANV, 8" 1. s < s <" <s*Astart(s’) <t < start(s”) D [t s])

D CausesDirectly;,, (a,ts, o, s").
That is, if an action a executed in ts is the primary cause of an effect ¢ in scenario s, then a
in ts remains the primary cause of ¢ in all subsequent situations/scenarios s* if ¢ does not
change after it was achieved in s. This is because since the achievement situation s, does
not change in the extended scenario, by Definition 6, neither does the primary cause of ¢.



Note that this holds even when the context changes and so does the value of the associated
fluent f in ¢ (as long as ¢ itself remains unchanged).

5. Conclusion

In this paper, we proposed a formalization of primary achievement cause in hybrid dynamic
domains. To the best of our knowledge, ours is the first attempt to deal with causation in
hybrid temporal action-theoretic frameworks (the only other formal attempt to this end that
we are aware of is the work [19] discussed in the introduction; however, as we mentioned
there, that framework is not based on a proper action-theory and thus has many expressive
limitations).

Our current proposal is nonetheless limited in many ways. For instance, we only dealt
with (conditions on the values of) primitive fluents as effects. Moreover, we did not handle
indirect causes. However, our attempt shows that determining causes even under such strong
restrictions requires careful modeling and reasoning.

With some effort, our proposal can be extended to compute the primary cause of com-
pound effects, those that are built from disjunctions and conjunctions of primitive temporal
effects (i.e. conditions on primitive temporal fluents). For example, if ¢ is a conjunction of
the form ¢ A g, the action a; executed in timestamp ts; is the primary achievement cause
of p1 in o, and ay executed in tsy is the primary achievement cause of ¢s in o, then one
can take the latest between a; and as as the primary cause of ¢ in o; this is because the
last action that contributed to the effect should be considered as the primary cause. The
case for disjunctions (i.e. when ¢ = 1 V ¢2) is a little more trickier and simply taking the
latest cause is not adequate as the primary cause of ¢ will also depend on which of these two
disjuncts was actually achieved, as well as on whether both of these disjuncts were achieved
at the same time. We leave these for future work. Finally, in the future, we also plan to
extend this to discover indirect causes. This should be doable along the same lines as in [14,
16], but perhaps with the help of the newly proposed regression operator in the HTSC [20].
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